
 

Abstract----In this paper, we present a novel algorithm for 
partner selection and power allocation in the Amplify-and-
Forward cooperative diversity that minimizes the required total 
transmit power by given outage probability constraint. We 
represent the problem with new formulation and solve the 
optimal power allocation by KKT method for a fixed set of 
partners. For optimal partner selection, we use a novel algorithm 
with low complexity to find the best set with minimum required 
power. We present simulation results to demonstrate that the 
outcomes of the proposed algorithm are very close to results of 
full search for optimal set. 

Keywords-component; Cooperative diversity; Amplify and 
Forward; Constrained minimization of power. 

I. INTRODUCTION 
Cooperative diversity is a technique that combats the slow 

fading and shadowing effect in wireless communication 
channel [1]-[3]. In this technique, the spatially distributed 
users create an array of antennas to combat slow fading so the 
achievable rate and capacity of wireless channels will be 
improved saliently. The technique can also lean to reduction of 
the required power for transmission. 

One of the most important problems in cooperative diversi-
ty is the strategy of power allocation among users [4]-[6]. 
Most of the related works focus on the problem to allocate a 
constant power to the source and its partners to achieve the 
minimum value of outage probability. The power allocation 
for the decode and forward strategy, based on simulation and 
observation, has been studied in [4]. Also power allocation 
based on the constrained optimization method has been stu-
died in [5] and [6]. 

Another important challenge in cooperative diversity is to 
decide how many partners and which one of the many possible 
candidates should be chosen to cooperate with the source [7], 
[8]. In [7], a partner selection algorithm in an opportunistic 
relaying form has been proposed. It is assumed that all of the 
candidates of cooperation are ready to cooperate and in each 
packet transmission, the best partner will cooperate. 

One of the recent approaches in cooperative diversity prob-
lem is minimization of power for constant rate which satisfies 
a constraint of outage probability or error probability [9]-[14]. 
In [9], the authors have expressed a short term power which is 
the minimum power that satisfies capacity constraint of the 
problem and use this for problem of constant mean of power. 
In [10], the authors focused on the problem of constrained 

minimization of power but a closed form solution was not 
presented. Lifetime maximization problem via cooperative 
nodes in wireless sensor networks is discussed in [11]. In that 
paper, the minimization of the total power of cooperative 
nodes has been studied to maximize the network life for a 
given error probability. In [12], the authors assume the two 
partners case and solve the minimization of power in the entire 
network. The adaptive modulation technique is applied in [13] 
to improve the spectral efficiency of cooperative strategy and 
minimize the power consumption. In [14], the authors pre-
sented two algorithms for adaptation of the number of relays 
for minimizing transmit power and error probability. 

In this paper, we propose a novel algorithm in order to mi-
nimize the power consumption in wireless channel. This 
algorithm is based on AFDC. Both of the problems of partner 
selection and power allocation for minimizing the total power 
consumption with constraint of outage probability are consi-
dered in this algorithm. The results of our algorithm are very 
close to results of full search for optimal set. The simplicity of 
the proposed algorithm makes it suitable for implementation. 

In section II, we express the model of wireless channel and 
the cooperative strategy which is employed in this paper. We 
express the modeling of the outage behavior with respect to 
partner’s SNR in section III. Optimal power allocation be-
tween given set of partners is presented in section IV. In 
section V, Optimal partner selection problem and our novel 
algorithm for this selection is expressed. In section VI the 
results of the simulations are being expressed and we conclude 
this paper in section VII. 

II. SYSTEM MODEL 
In this paper, we assume a slow, flat fading wireless chan-

nel. In other words, the bandwidth of signal is smaller than 
coherence bandwidth of channel and the inverse of the rate of 
transmission is smaller than coherence time of channel. Noting 
this assumption, the fading coefficient of channel can be 
assumed unchanged in a few transmission periods. The large 
scale behavior of channel path loss is modeled with ିܦఈ 
where D is the distance between transmitter and receiver and ߙ is a positive constant between 2 and 6. 

Our cooperative diversity strategy is Amplify and Forward 
(AF) with orthogonal transmission. In this strategy, each node 
selects a few partners and the partners relay the received 
signals from the source to the destination. Each relay can be a 
source in other transmission time intervals. In this paper, we 
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assume that the source can select each set of the candidate 
partners for cooperation, i.e. it has not any limitation in the 
node selection process. 

The partner selection and power allocation strategies of the 
proposed algorithm are based on the information of the means 
of the channel coefficients, between source and partners and 
between partners and destination. Also the source is not aware 
of the full CSI of the channels. The receiver has the informa-
tion of the instantaneous CSI of the channels and uses the 
maximum ratio combining (MRC) to detect the source infor-
mation from the signals of source and partners. 

III. MODELING THE BEHAVIOR OF PARTNERS SNR IN 
OUTAGE PROBABILITY 

To explain the behavior of the outage probability in AF 
strategy, we first have to explain the information term. Ac-
cording to [2], the source destination channel capacity in bits 
per time slot in AF is given by (1). ܫ ൌ ଵ௠ାଵ log ሺܤ଴ ൅  ∑ ஺೔ ஻೔஺೔ା஻೔ାଵ௠௜ୀଵ ሻ                                           (1) 

Where B0 and Bi denote the SNR of the link between source 
and destination and SNR of the link between ith partner and 
destination and Ai denotes the SNR of the link between source 
and ith partner. Each of  Ai , Bi and B0 random variables have 
an exponential distribution because the amplitude of the 
channel coefficient has Rayleigh distribution. 

To explain the behavior of (1), we must know the PDF of 
every term in the logarithm. In this section we want to simpli-
fy the PDF of the deficit terms in (1) to use it in our optimiza-
tion algorithm. In High SNR regime, we can approximate the 
deficit terms by (2). ஺೔ ஻೔஺೔ା஻೔ାଵ ؆ ቀ ଵ஺೔ ൅ ଵ஻೔ቁିଵ

             (2) 

This approximation shows that if each mean of Ai and Bi is 
much greater than the other, this term can be removed from 
the deficit term. This shows that the PDF of the deficit term is 
converged to exponential distribution in two limiting cases. 
So, we estimate the PDF of the deficit terms by exponential 
distribution. We can put the mean of Ai and Bi into the deficit 
term to obtain the mean of exponential distribution. ߣ௜ ൌ ௔೔ ௕೔௔೔ା௕೔ାଵ                                         (3) 

Where ܽ௜ ൌ ௉ೞௗೞೝ೔ഀ ேబ and ܾ௜ ൌ ௉ೝ೔ௗೝ೔೏ഀ ேబ and Ps and Pri denote the 

transmit powers of the source and ith partner and dsri and drid 
denote the distance between source and ith partner and between 
ith partner and destination and ଴ܰ denotes the noise variance. 

L shows the mean SNR of the source transmission, which is 
equal to ௉ೞௗೞ೏ഀேబ. If the mean SNR of the ith partner transmission 

will be equal to kL and if ௥ܲ೔ has the form of (4-1), then the 
required amount of ݖ௜ in (4-1) must be in the form of (4-2). ௥ܲ೔ ൌ ௥೔ௗఈ݀ܮ௜ݖ ,௜ሺ݇ݖ (4-1)                                                                       ௦௥೔ሻܦ ൌ ௞ሺଵାଵ ௅ൗ ஽ೞೝ೔ഀሻଵି௞஽ೞೝ೔ഀ                                     (4-2) 

D denotes the distance and is normalized in terms of ݀௦ௗ . In 
high SNR, 1/ܮ has a weak impact on ݖ௜ and can be ignored in ݖ௜. For example for ݇ ൌ 1 (equal SNR case), the required 
amount of ݖ௜ is plotted for different ܦ௦௥೔ . We note that if ݀௦௥೔  
is greater than ݀௦ௗ  (or ܦ௦௥೔ ൐ 1), the partner can not produce 
equal SNR to source. So, all of the ܦ௦௥೔’s in this figure are 
smaller than 1. The value of the dispersion parameter ߙ is set 
to 2 in these figures. 

 

Figure 1.  Required amount of zi for equal SNR (k=1) 

Now, we can use the estimation of PDF to estimate the out-
age probability. P୭୳୲ ൌ ProbሼI ൏ ܴሽ ൌ Prob ൝෍ Λ୧୫

୧ୀ଴ ൏ ൫2ሺ୫ାଵሻR െ 1൯ൡ 

ൌ ൫ଶሺ೘శభሻೃିଵ൯೘శభሺ௠ାଵሻ! כ ଵ∏ ఒ೔೘೔సబ ൅ ܱሺ൫ଶሺ೘శభሻೃିଵ൯೘శభሺ௠ାଵሻ! כ ଵ∏ ఒ೔೘೔సబ ሻ        (5) 

Where the last term is obtained from Taylor series expansion 
that can be derived by the Moment Generating Function 
technique. 

By using (3) and (5), we will reach to the approximated 
value of outage probability. This value is equal to the used 
approximated values of [5] and [6], which are used for optimal 
power allocation. 

 

Figure 2.  Outage probability (exact and approximately) 

For the scenario with one source and destination, two part-
ners with locations ሾܦ௦௥భ , ௥భௗሿܦ ൌ ሾ0.36,0.72ሿ and ሾܦ௦௥మ, ௥మௗሿܦ ൌ ሾ0.71,0.32ሿ and for equal power allocation 
strategy, we have plotted the exact outage probability (using 
channel realization), outage probability (using PDF approxi-
mation) and approximated value of (5) in figure 2. This figure 
shows that both approximations have an acceptable accuracy.  
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IV. OPTIMAL POWER ALLOCATION 
In the previous section, we modeled the behavior of the 

outage probability with respect to partner’s SNR. In this 
section, we present the problem of minimizing power with 
outage probability constraint for a given set of partners. This 
means that by solution of this section, we can determine the 
minimum required power for satisfying the target outage 
probability if all partners in the set are active and based on 
this, the partner selection algorithm for finding the best part-
ners for minimization of the required power is presented in the 
next section. The optimal power allocation with outage proba-
bility constraint can be represented as follows: 
                          ݉݅݊ ௦ܲ ൅ ∑ ௥ܲ೔௠௜ୀଵ                                          (6) 
௢ܲ௨௧൫ ݋ݐ ݐ݆ܾܿ݁ݑݏ       ௦ܲ ൅ ∑ ௥ܲ೔௠௜ୀଵ ൯ ൑ ௢ܲ௨௧ି௧௛                   (6-1) 
                        ௠ܲ௔௫ ൒ ௦ܲ , ௥ܲ೔ ൒ 0                                     (6-2) 

By approximation (5), the first constraint can be replaced by 
(6-1’). ∏ ௜௠௜ୀ଴ߣ ൒ ൫ଶሺ೘శభሻೃିଵ൯೘శభሺ௠ାଵሻ!௉೚ೠ೟ష೟೓                                                   (6-1’) 

The second constraint is actually 2(m+1) constraints. We 
assume that all partners in the set are active, which means that 
all constraint of ௥ܲ೔ ൒ 0 are inactive in the Karush-Kuhn-
Tucker (KKT) method. This is because we try to solve the 
optimal power allocation with a fixed set of partners and by 
activating each constraint of ௥ܲ೔ ൒ 0, the partners set is 
changed. If we use the formulation of the previous section, (6) 
can be represented by (7). 
                                    ݉݅݊ ்ܲ ൌ ௦ௗఈܦ଴ߣ ൅ ∑ ሺߣ଴ܦ௥೔ௗఈ ௜ሺ௠௜ୀଵݖ ఒ೔ఒబ ,  ௦௥೔ሻሻ              (7)ܦ

.ݏ             ଴௠ାଵߣ  .ݐ ∏ ఒ೔ఒబ௠௜ୀଵ ൒ ൫ଶሺ೘శభሻೃିଵ൯೘శభሺ௠ାଵሻ!௉೚ೠ೟ష೟೓                       (7-1) 

                        ௠ܲ௔௫ ൒ ௦ܲ , ௥ܲ೔ ൒ 0                                     (7-2) 
 
Now, the problem is represented by functions of ఒ೔ఒబ and ߣ଴. 

If we use the KKT method to solve this constrained optimiza-
tion problem (according to [16]), the solution has the follow-
ing form: ቀఒ೔ఒబቁ௢௣௧ ൌ ஽ೞೝ೔ഀାభమ఍೔஽ೝ೔೏ഀିටభర఍೔మ஽ೝ೔೏మഀାሺଵା఍೔ሻ஽ೞೝ೔ഀ஽ೝ೔೏ഀ஽ೞೝ೔ మഀି஽ೞೝ೔ഀ஽ೝ೔೏ഀ ଴ߣ (8-1)          ൌ ൫ଶሺ೘శభሻೃିଵ൯೘శభ

ට∏ ഊ೔ഊబ೘೔సభ ሺ௠ାଵሻ!௉೚ೠ೟ష೟೓೘శభ ௜ߞ (8-2)                                                    ൌ 1 ൅ ∑ ሺఒೕఒబ௠௝ୀଵ ௦௥ೕఈܦ ሻ െ  ఒ೔ఒబ ௦௥೔ఈܦ                                           (8-3) 

If the required power for each partner is greater than ௠ܲ௔௫, 
according to KKT solution, we must decrease the required ఒ೔ఒబ 

to limit the power to ௠ܲ௔௫. We can compute the required 
power of each partner and the total required power by (8-1) 
and (8-2). 

We note that the existence of ߞ௜ change the solution of pow-
er allocation to an iterative solution. In this paper we neglect 
the impact of ߞ௜ by setting ߞ௜ ൌ 1. We will show that the 

performance of this algorithm is very close to iterative algo-
rithm. 

In figure 3, the optimal required ratio of the partner SNR to 
source SNR (ቀఒ೔ఒబቁ௢௣௧) for each node in the neighborhood of 

the source and destination is shown (for ߙ ൌ 2). Based on this, 
the normalized required power for the set which is composed 
of each node at those points and the source is shown in figure 
4. This figure shows that the partners that are located very 
close to destination are the best nodes with smallest required 
power. In this figures, we use zero as minimum transmit 
power and if we use the positive constant for this threshold, 
the required power for the partners in neighborhood of desti-
nation will be increased. In this figures, we ignore the maxi-
mum power constraint for comparing between the nodes, too. 

 

Figure 3.  Optimal required ቀఒ೔ఒబቁ௢௣௧for each node 

 

Figure 4.  Total required power for the set of node and destination (m=2) 

V. OPTIMAL PARTNER SELECTION 
In the previous section, we show that for each given set of 

partners, the minimum required power for satisfying the 
outage probability constraint can be computed simply by (8-1) 
and (8-2). We must find the set with minimum required power 
for optimal partner selection. By other meaning, we found the 
local minimums in the previous section and we will try to find 
the global minimum between them in this section. The best set 
with the minimum power can be found by exhaustive search 
between entire possible sets. Increasing the number of candi-



 

date partners will grow the complexity of this search, expo-
nentially. In this section, we present a very low complexity 
algorithm for finding the best partner set. If the number of 
candidate partners is N, this algorithm is divided to N steps 
where in each step, the number of partners  are fixed to m 
(from 1 to N) and the best set with m partners is found with a 
simple method which is presented below. We can stop this 
search before ݉ ൌ ܰ and choose the best set. Because increas-
ing m after ݉଴ (where ݉଴ is a function of ௢ܲ௨௧ି௧௛ and condi-
tion of the partners) does not reduce the total required power 
for the best set. 

Now, we present the method of finding the best set (mini-
mum power set) for a fixed number of partners (m). First, the 
metric (9) is computed for all candidate partners and the node 
is ranked and selected based on this metric. ݉ଵ ൌ ଵ൬ഊ೔ഊబ൰೘శభ ሺDୱ஑ୢ ൅ z୧ ቀఒ೔ఒబ , ௦௥೔ቁܦ ௥೔ௗఈܦ ሻ                                (9) 

This selected set may be not the best set with m partners. So 
we need a process to change the selected set of m nodes to 
find the best set. For this goal, we can compare the required 
power of the selected set and another set in which a given 
node i in the selected set is replaced with another node j from 
outside the set. mଵ୧ ൅ ∑ ୸൬ഊೖഊబ,஽ೞೝೖ൰஽ೝೖ೏ഀೖאೞ೐೟ ൬ഊ೔ഊబ൰೘శభ ش mଵ୨ ൅ ∑ ୸൬ഊೖഊబ,஽ೞೝೖ൰஽ೝೖ೏ഀೖאೞ೐೟ ൬ഊೕഊబ൰೘శభ        (10) 

If  ఒ೔ఒబ ൒ ఒ೔ఒబ , then the node i can not be replaced by node j in 

the best set but if ఒ೔ఒబ ൏ ఒ೔ఒబ, then node i may be replaced by node 

j. So, we can remove the candidate partners which their ቀఒ೔ఒ0
ቁ௢௣௧values are smaller than the minimum value of ቀఒ೔ఒ0

ቁ௢௣௧in 

the selected partners in first stage from the selection of this 
step. The inequality (10) shows that we must compute the 
other metric than (9) for each node but unfortunately this 
metric change for different partners in the set. By this reason, 
we replace ܦ௦ௗఈ  term in (9) by C in (11) and make a new metric 
which equal to minimum required metric for the partners in 
the set and compute this for the candidate partners. C ൌ Dୱ஑ୢ ൅ ∑ z ቀఒೖఒబ , ௦௥ೖቁܦ ௥ೖௗఈܦ െ max ቀz ቀఒೖఒబ , ௦௥ೖܦ ቁ ௥ೖௗఈܦ ቁ (11)               

Using this new metric, we can choose the new partner set 
which has a greater chance to be in optimal set because if we 
write (10) again and divide each side to metric and non-metric 
terms, the non-metric term has the weaker impact in satisfying 
the inequality with respect to (10). In this stage, three different 
cases may happen: 

1- The previous set is selected again. Then we conclude that 
this set is the optimal set. 

2- The required power of the new set is less than previous 
set. In this case, we must re-compute (11) and find the set 
based on this. 

3- The required power of the new set is greater than the 
previous set. This case happens infrequently and we must 

decrease (11) and compute the metric for all nodes and 
find the set based on this. 

This will be shown that the number of iterations in each 
step is very small and about 1 and 2. We note that the first 
selected set by metric (9) is near optimal set and the power of 
the set is near the optimal power and the iterative manner 
only is added to select the optimal set with more accuracy. 

VI. SIMULATION RESULTS 
In this section, we present the simulation results to show 

the accuracy of the proposed power allocation and partner 
selection algorithm. We have implemented a full search 
program using the technique of numerical optimization of 
[16] and based on the optimal allocation of power with total 
power constraint proposed in [6]. This program does an 
exhaustive search within all possible sets and finds the re-
quired power for each set to choose the best set with mini-
mum required power. We compare our results with the results 
of this full search approach. 

As a sample simulation set up, 20 candidate nodes for co-
operation in transmission from source “s” to destination “d” 
are shown in figure 5. We assume that R=1 bit per second per 
Hertz, ଴ܰܤ ൌ 5 ൈ 10ିସܹ and ݀௦ௗ ൌ 1݉ (which means that ܦ௥೔ௗ ؠ ݀௥೔ௗ and ܦ௦௥೔ ؠ ݀௦௥೔ ) 

 

Figure 5.  Location of 20 candidate partners 

In table I, the required total powers for transmission with 
different target outage probability for the set of {n20, n18, n9} 
partners are shown. The small differences between required 
power of our algorithm and optimal results show the accuracy 
of our optimal power allocation algorithm. In the fourth 
column of this table, the percentage of difference of exact 
outage probability of our power allocation (in third row) and 
the target outage probability is shown. This difference is the 
result of difference between exact outage probability and 
approximation (5). For some positions the approximation (5) 
is under provisioning. This behavior can be corrected if we 
use approximation (5) by a coefficient greater than 1. For 
example in this table, the prospect required power will be 
increased with amount of 0.19dBm by using appropriate 
coefficient. The adding of this coefficient increases the pros-
pect total power of our algorithm, but ensures satisfying the 
outage probability constraint.  



 
TABLE I. REQUIRED POWER FOR THE SET {N20 ,N18 ,N9} 

Pout-th 

Power 
dBm(full 
search) 

Power 
dBm(our 

alg.) 

Difference of outage of 
our result with Pout-th 

(%) 
0.01 13.29 13.6 2% 

0.0014 15.46 15.74 14% 
1.18E-04 18.31 18.42 20% 
1.00E-05 20.99 21.1 5% 

 
In table II, assuming Pout-th=1.4e-3, the best sets and re-

quired powers with different m values are shown. It is seen 
that our proposed algorithm of partner selection provides quite 
accurate results. In fourth column of this table, the number of 
iteration of our algorithm for finding the best set is shown. It 
can be seen that in most cases, one round of calculations is 
sufficient and the largest number of iterations is 2. This 
demonstrates the simplicity and low complexity of our pro-
posed partner selection algorithm. 

TABLE II. THE BEST SETS AND REQUIRED POWERS 

m Optimal set 
(full search) 

Optimal set 
(our alg.) 

Number of 
iter. 

1 
{n20} 

PT=15.16 
{n20} 

PT=15.44 
1 

2 
{n20,n18} 
PT=14.53 

{n20,n18} 
PT=14.64 

1 

3 
{n20,n18,n9} 

PT=15.46 
{n20,n18,n9} 

PT=15.74 
1 

4 
{n20,n18,n9,n1} 

PT=17.32 
{n20,n18,n9,n1} 

PT=17.77 
2 

 
In figure 6, the required power for the best set of our algo-

rithm is compared with the optimal results for the best set 
obtained by full search with different outage probability. It can 
be seen that results of our algorithm are very close to the 
optimal results. In this figure, if ௢ܲ௨௧ି௧௛ א ሾ1݁ െ 5 , 7.2݁ െ 5ሿ, 
the best set is {n20 ,n18 , n9}, if ௢ܲ௨௧ି௧௛ א ሾ7.2݁ െ 5 , 6.1݁ െ 3ሿ, 
the best set is {n20 ,n18} and if ௢ܲ௨௧ି௧௛ א ሾ6.1݁ െ 3 , 1݁ െ 2ሿ, 
the best set is {n20}. This shows that if the target outage 
probability is decreased, then a higher number of partners are 
required to increase the order of diversity and satisfy the 
required transmission conditions.  

 

Figure 6.  The required power for the best set 

VII. CONCLUSION 
In this paper we presented an algorithm to find the best set 

of partners with minimum required power among all candidate 
partners given a target outage probability in Amplify and 
Forward Cooperative Diversity. We demonstrated that the 
algorithm can converge rapidly to the desired set of partners 
and the results are very close to the optimal results obtained by 
an exhaustive full search method. 
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