VGTA: Variation—Aware Gate Timing Analysis

Soroush Abbaspour, Hanif Fatemi, Massoud Pedram
Electrical Engineering Deapartment, University of Southern California
{sabbasp,fatemi,pedram}@ceng.usc.edu

Abstract

As technology scales down, timing verification of digital
integrated circuits becomes an extremely difficult task due to
gate and wire variability. Therefore, statistical timing analysis
is inevitable. Most timing tools divide the analysis into two
parts: 1) interconnect (wire) timing analysis and 2) gate timing
analysis. Variational interconnect delay calculation for block-
based oTA has been recently studied. However, variational
gate delay calculation has remained unexplored. In this paper,
we propose a new framework to handle the variation-aware
gate timing analysis in block-based oTA. First, we present an
approach to approximate variational RC-z load by using a
canonical first-order model. Next, an efficient variation-aware
effective capacitance calculation based on statistical input
trangition, statistical gate timing library, and statistical RC-7
load is presented. In this step, we use a single-iteration Cg;
calculation which is efficient and reasonably accurate. Finally
we calculate the statistical gate delay and output slew based on
the aforementioned model. Experimental results show an
average error of 7% for gate delay and output slew with
respect to the HSPICE Monte Carlo simulation while the
runtime is about 145 times faster.

1. Introduction

Process technology and environment-induced variability of
gates and wires in VLSI circuits makes timing analysis of such
circuits a chalenging task [1]. More precisely, advanced
analysis tools must be developed that are capable of verifying
the changes in the circuit timing that stem from various sources
of variations. These sources may be broadly classified as
follows. imperfect CMOS manufacturing processes (e.g.,
variationsin L, Toy, Vr or ILD thickness), environmental factors
such as drops in Vg4 (resistive drop and ground bounce),
substrate temperature changes (due to movement of local hot
spots over the chip area), and device fatigue phenomena (e.g.,
electro-migration, hot electron effects, and negative bias
temperature instability) [5].

Static timing analysis (STA) is corner-based. As the
number of sources of variation increases, the number of
required STA runs rises exponentially. Since it is impossible to
analyze al corners, some of the missing corners may result in
failures after the chip is manufactured [5]. Notice that the
identification of the corner-point is a complicated task which is
dependent on the precise interconnect and gate structure [6].
Statistical timing analysis (denoted by oTA) provides an
effective solution to thisimportant problem [1][3][4][5].

oTA approaches can be classified into two maor groups:
1) path-based 6TA, 2) block-based 6TA. Because of the

shortcomings in path-based 6TA, block-based 6TA has been
received a lot of attention. In block-based 6TA, every timing
quantity of interest (e.g., delay and slew, arrival time and
required arrival time) is represented as a function of global
sources of variation (denoted by X)) and independent random
sources of variation (denoted by S) in the canonical first-order
(denoted by CFO) form[5]. The advantages of such a
formulation are that (@) it can capture al correlations and (b) it
can produce delay sensitivities due to changes in various
environmental and process-related parameters. As a result,
designers are able to precisely quantify the sensitivity of a
timing parameter to different sources of variation and use this
information for timing diagnostics.

Block-based 6TA bresks its analysis into two parts: 1)
variational interconnect timing analysis and 2) variational gate
timing analysis. Variation-aware interconnect timing analysis is
studied in [2]. The authors express the resistance and
capacitance of a line as a linear function of random variables
and then use these r.v.’s to compute circuit moments. These
variability-aware moments are used in known closed-form delay
metrics [8][9] to compute interconnect delay PDF’s. The
authors in [3], propose a modeling technique for gate delay
variability considering multiple input switching. In [4], a model
for calculating statistical gate-delay variation caused by intra-
chip and inter-chip variability is presented.

Unfortunately, block-based 6TA is lacking in variation-
aware gate timing analysis. Recent works do not provide an
efficient means of anayzing the gate propagation delay and
output slew as a function of variational input transition,
variation-aware gate timing library, and variational gate load. In
this paper a new framework is proposed for finding variational
gate timing behavior. This is achieved by using VGTA (for
Variation-Aware Gate Timing Analysis):

1) Given the variationa resistive-capacitive load (where all
resistances and capacitances are represented in the CFO
form), an efficient and accurate algorithm is proposed to
calculate variation-aware RC-mload. To perform the
analysis, we caculate the variation-aware admittance
moments (c.f. section 3), and as a result, the resistance and
capacitancesin the RC-rn load can be written in CFO form.

2) Given the variationa input transition, statistical gate timing
library, and variational RC-nt load, the objective is to find
variational gate delay and output slew in the CFO form. In
order to achieve the aforementioned goal, a “variation-
aware effective capacitance” technique is proposed (c.f.
section 4). This method is based on an efficient and
reasonably accurate single-iteration Cy approach.



The remainder of this paper is as follows. In section 2, we
review the background of block-based 6TA. The variation-
aware RC-t modeling is presented in section 3. Section 4
explains the statistical gate timing analysis for the variational
input rise time, variation-aware gate timing library, and
variational RC-r load. Section 5 presents experimental results.
Conclusions are discussed in section 6.

2. Background

2.1 Canonical first-order (CFO) model for timing
and electrical parameters in block-based 6TA

We employ a first-order variational model for al timing
guantities such as the gate and wire delays, arrival times,
required arrival times, slacks and dews, i.e, al timing
guantities are expressed in CFO form as:
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where a,om is the the nominal value, AXi's represent the
variation of m global sources of variation, X, from their
nomina values, a's are the sensitivities to each of the global
sources of variation, AS,; is the variation of independent random
variable S, and a1 is the sensitivity of the timing quantity to
S.. By scaling the sensitivity coefficients, we can assume that
AX; and AS, are unit normal distributions N(0,1). Moreover, we
define a/aqom as the normalized sensitivity coefficient (denoted
by NSC).

Variation in the physical dimensions of the wire causes
change in its resistance and capacitance, thereby, making the
gate delay and dew as well as wire delay and dew to vary
accordingly. Therefore, we need to capture the effect of
geometric variations on the electrical parameters. Classifying
the sources of variation into global and independent random
sources of variation, we represent electrical parameters of the
wire (i.e., R and C) in the CFO form. For instance, R and C in
the CFO form are calculated asfollows [7]:
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where Rm and C.n represent nomina resistance and
capacitance values, computed when the wire dimensions are at
their nominal or typical values. AX;'s are the global sources of
variations and AS and AS; represent the independent random
sources of variation for the resistance and capacitance,
respectively. r; and ¢ are the sensitivity coefficients of
resistance and capacitance with respect to the sources of
variations, respectively. With appropriate scaling of the
sengitivity coefficients, we can assume that AX;, AS, and AS
are unit normal distributions N(0,1).

2.2 Converting into CFO form

As mentioned in sections 2.1 and 2.2, it is important to
represent timing and electrical quantities in the CFO form. This
in turn enables one to propagate first order sensitivities to
different sources of variation through timing graph[5][7]. In
addition, it makes statistical computation efficient and practical

C = Cnom ‘m+1°

and provides timing diagnostics at avery small cost in run time.
The remaining question is how to convert a quantity of interest
(which itself is a function of different CFO variables) into the
CFO form.

The following subsection presents a method to answer the
above guestion. We use an example to show the procedure. The
problem we address is how to convert gate propagation delay
into the CFO form. However, this method can be easily applied
to any quantity of interest.

2.2.1 Gate timing analysis for lumped capacitive
load in block-based 6TA

Problem Statement |: Given is a variationa CMOS driver
(due to process and environmental variations) where its input
rise time, T, isin the CFO form and drives an output capacitive
load, also, in the CFO form. The objective is to find the gate
propagation delay and output slew in the CFO form.

The gate propagation delay is a function of the input
transition time, the logic gate characteristics (e.g., the WIL ratio,
threshold voltage of transistors, Vyy, and temperature), and the
output load. In commercial ASIC cell libraries, it is possible to
characterize various output transition times (e.g. 10%, 50%, and
90%) as a function of above variables, i.e,;

W
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where ¢ denotes the percentage of the output transition, t,, is the
output delay with respect to 50% point of the input signal, and
f, is the corresponding delay function. The terms in the bracket
capture the gate characteristics and environmental factors, T;, is
the input transition time, and C, is the output capacitive load. In
block-based o©TA, T, C., gate -characteristics, and
environmental factors are represented in CFO form as a
function of global and independent random sources of
variations. Hence, to represent t, in CFO form, we substitute
them with their corresponding CFO models. Differentiating
with respect to the global and independent random sources of
variation, t,, in CFO form, as a function of m global sources of
variation and p independent random sources of variation can be
written as:
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Considering ASs as independent unit normal sources of
variations, Eqn. (4) in CFO form can be re-written as.
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As an example, suppose A and B are two given CFO
random variables as shown below:

A=a0+zrn:a1.Axi +a,,,AS, B=bO+Zt4AXi +b,.,AS,
i=1 i=1

Therefore, for addition, subtraction, multiplication and
division of a and b, we have;

a) Addition and subtraction:
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b) Multiplication:
C=AxBzab, +Zm:(aobI +ahy)AX, +\/(aobm+l)2 +(am+1b0)2ASc
i=1

¢) Division;
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3. RC-rt Load Calculation in CFO form

Previoudly the situation in which the load is purely capacitive
was discussed. However, in VDSM technologies, one cannot
neglect the effect of interconnect resistance of the load on the
gate delay and output slew. In STA, a more accurate
approximation for an n™ order load seen by the gate (i.e., aload
with n distributed capacitances to ground) is to use a second
order RC-t model (c.f. Figure 1(b)). Equating the first, second,
and third moments of the admittance of the rea load with the
first, second, and third moments of the RC-r load, we can find
C, R, and G as.

Y2,in2 Y3,in2 Y2,in2
Co=¥in =~ =3 Cr=y (6)
3in Y2iin 3in

where, Yiin isthe K" moment of the admittance of the real load.
In 6TA, it is reguired to consider the effect of variability of the
load on the gate timing analysis [10], Thus;

Problem Statement 11: Given is an RC network representation
in a design as shown in Figure 1(a), where each R and C isin
the CFO form. The objective is to find an equivalent variational
RC-rt load (i.e., C,, ,R:, C; of Figure 1(b) isin the CFO form),
while its admittance matches the admittance of the real load in
the frequency range of interest.

Ry Mﬁﬁ
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Figure 1: (a) an RC network representation of a net in a

design. (b) the equivalent RC-t model.

C., R, and C; are functions of the admittance moments as
in Egn. (6). Hence, examining the variational admittance
moments leads us to evaluate the CFO of RC-rt |oad parameters.
This can be done by differentiating the expressions in Eqgn. (6)
with respect to the sources of variation (c.f. section 2.3).
However, as it is shown, since a recursive operation is utilized
to calculate the variational admittance moments, we always
represent the admittance moments in CFO form during the
recursion, such that the complexity of presenting moments does
not increase as recursive operation proceeds. As a result, we
propose the following recursive approach to obtain the
admittance moments in the CFO form.

Consider the RCY segment shown in Figure 2. Assume the
admittance at nodes i and j are represented with infinite series

by using the admittance moments as in Eqgns. (7) and (8),
respectively:

Yi(8) =S¥y + 52V ot SYi oo @
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where Y,; denotes the coefficients of s is the K" moment of the
admittance of the node i. Thus, the admittance at node i is
computed recursively in terms of the admittance at node j as

follows[11]:
Yl,i _YJ,j +C|

k-1 (9)
Yk,i :Yk.j - RZYI,iYk—I,j - RclYk—l.i for k=2
=1

Assume the admittance moments of node j are written in
the CFO form. Thus, by differentiating Y,; with respect to the
sources of variations, Yy; moments can be also represented in
the CFO form (c.f. section 2.3). This can help us not to increase
the complexity of presenting the moments as the recursive
function proceeds.

Figure 2: an RCY segment model for recursive
admittance moment calculation.

As an example, consider the circuit shown in Figure 1. To
find the admittance moments of Y;,=Y; in the CFO form, we
need to start from the far end nodes of the RC tree (Y, and Y,)
and use recursive Egn. (9). Therefore, we find the first three
moments of Y, asin Eqgn. (12):

Yia= C,
Youa=-RCY,= _R4C42 (10)
Y= _R4C4Yz,4 = R4ZCA3

Based on the problem statement assumption, C4 isin CFO
form, thereby, Y, isin the CFO form. However, since Y, 4 and
Y34 are nonlinear functions of CFO variables, we use the
technique described in section 2.3 to represent them in CFO
form. Similarly, the first three admittance moments of Y; as a
function of the moments of Y, are obtained:

Y1,3 :Y1,4 +C;=C,+C;

Yoz =20~ Ry (Y1,3YL4) -RGCYi; (12)
Ys,s = Y3,4 -R (Y].,SYZ,A + Y2,3YL4 ) - R3C3Y2,3

By using the above dstatistical recursive operations, we
easily compute the moments of Y;,=Y; in the CFO form.

4. Gate Timing Analysis for the RC-nt
Load in block-based oTA

Problem statement 111: Given is a variational CMOS driver,
where itsinput rise time, Ti,, isin CFO form and which drives a
variational RC-rt load while the resistance and capacitances of
thisload are also in CFO forms. The objective isto find the gate
propagation delay and output slew in CFO form.

Section 2.3.1 solves the same problem where the gate
drives a variational pure capacitive load in the CFO form.
Therefore, if we substitute the RC-t load with its equivalent
variational Cg, then the solution to problem statement | is an
acceptable solution to problem statement I11.



To perform accurate gate delay and output dSew
caculation, an iterative calculation of Cg is inevitable
[12][13][14]. However, as the number of sources of variations
increases, the number of required Cg runs rises exponentially
(it is proportional to number of corners), and thereby, it can be
quite CPU-intensive. We propose an efficient technique to find
Cq in CFO form. Suppose the actual Cg in the CFO from can
be represented as:

m
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Since Cy calculation is iterative, we define Cg (in CFO
form) as an approximate presentation for actual Cg (in CFO
form), which is resulted from the first k-iterations of the
iterative Cg algorithm as:

Cly = Cly e+ 2l A, 40 A5,
i=1

K K (13)
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=Cly rom 1+27Ck : AXi+C TEAS,
i=1

k
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C« means representing Cg using total capacitance
agorithm (i.e. C;+C;) and Cu" means the value of the effective
capacitance by using single iteration and so on. We define
Ceti/Ce nom @NA Cetr/Cattnom &S iterative and actual normalized
sensitivity coefficients (denoted by NSCs), respectively. The
NSCs capture the effect of the load variation on the Cy value. It
can be shown that in each iteration, the iterative NSCs change
slightly (for k=1), and they converge to their actual NSC values.
i.e,

Cai  Chy 1<i<m,
1<k

Ce‘f ,hom - C:ff ,nom (14)
Using the above observation, problem statement 111 can be

solved by the following steps:

1) Evaluate C«* in the CFO form (sections 4.1 and 4.2)
and therefore find Ce* nomand Ce;.for 1< i <me+1.

2) Find the actua Ce«tnom by performing conventional
static iterative Cg algorithm for the nominal conditions
of the circuit.

3) Using Egn. (14) and the results of step 1 and 2, we can

find
K
_ Ceif i Vil<i<
Ceff i = Cett nom®c—— Vi, Isism+1
eff ,nom

4) By finding Cetnom and Cey , fOr 1< i <m+1, we can
write Cy in the CFO form. Using the method presented
in section 2.3, we obtain the gate delay and output slew
in the CFO form.

Step 2 is performed by using well-known ST A-based (non-
variational) Cg agorithm [12][13][14]. Step 3 is a simple
algebraic equation while step 4 is performed as per section 2.3.
For step 1, the following sections show how to calculate the
Cu’ and C' in the CFO form.

4.1  Finding Variational Cg using Cg’
As we mentioned before, Ce” approximates Cg with the sum of
the total capacitance (i.e.,, C,+C;). Therefore, the Cu’ in the

CFO form is equa to the sum of C, in the CFO form and the C;
inthe CFO form, i.e. if,

m
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Therefore,
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We must calculate Cy for the nominal condition of the
circuit (i.e., any quantity in the circuit is at its nominal value) to
get Chetom- 1 herefore, by using Eqgns. (12), (14), and (16) the
variational effective capacitance can be written as;

m
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Now, we can use the CFO form of Cg in Egn. (17) and the
method presented in section 2.3 to generate the gate
propagation delay and output slew in the CFO form. However,
this approach may not capture the effect of the variations of the
resistance in the RC-n load on the gate timing analysis.
Therefore, the next approach, finds NSC's based on a
reasonably accurate single-iteration Cg calculation.

4.2  Finding Variational Cg Using Cg"

In this section we find the nominal value of the effective
capacitance by performing iterative Cg calculation for the
nominal conditions of the circuit. Next we find NSC's by
applying a single-iteration effective capacitance method.
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Figure 3: (a) A gate, which drives an RC-nt calculated load.
(b) Gate output waveform is neither ramp nor exponential.

First, we present an efficient single-iteration technique for a
reasonably accurate Cy calculation in STA and we use it to
further our discussion for calculating the NSCs. Based on its
definition, the effective capacitance, Cy, is a pure capacitance
that can replace an RC-wt load such that both RC-rt and C loads
store the same amount of charge until a certain point of the
output voltage transition (e.g., the 50% point of the output
transition.)

To perform Cg calculation, we need to assume a
reasonable output waveform for the CMOS driver (c.f. Figure
3(a).) The actua output voltage waveform behaves as a
combination of ramp and exponential waveforms as shown in
Figure 3(b). We assume that the actual Cg is calculated as a
simple average of the Cg obtained for the ramp output



waveform and the Cg which is obtained for the exponentia
output waveform. Thus, it is required to find the Cg for ramp
and exponential waveforms of the gate output voltage.

We have shown that the iterative effective capacitance Eqgn.
for matching any 6% point of the gate output transition time can
be written as (proof is omitted for brevity):

C&®(0)=C,+kg, (6)C; where

_ Y ( Jana-0)/y [l a R.C; (18)
ke (6) [1+0(e 1)} and y In(l—ﬁjTR(aﬁ)
Furthermore, we have derived that if the output voltage of a

gate is approximated with a ramp voltage waveform with 0% to
B% rise time of Try.-p), then the iterative Cy equation for any
0% output transition point is written as (proof is omitted for
brevity):

CE™(6)=C, +Keap (6)C;  Where
RC (19)
T

km(e){l—g(l—e’”/x)} and x=(B-a) —

Thus, based on the simple average assumption, the iterative
equation for actual Cg calculation for any 6% point of the
output transition timeiis:

ceP (9)=C,+ Keeo (6)C,
ce?m(e):cn+km(9)cf}

Cur (0) = C,+[ Ekey (8) +(1- &) ke (6) ] C

where 0<E<1 is the linear combination factor of the exponential
and ramp waveforms.Ce means using single-iteration of Eqn.
(20) as the gate load. Thus, C«' in the CFO form can be
obtained by differentiating the variational Egn. (20) with
respect to the sources of variations (c.f. section 2.3).

Subsequently, using the same approach as in section 4.1,
we can find the Cy in the CFO form while the NSCs are
calculated using the above single-iteration Cg technique.
Experimental results confirm that evaluating variational Cg;
using the above approach shows an average error of 7% in the
final delay and output slew calculation with respect to Monte
Carlo simulation.

5. Experimental Results
Our experiments use 90nm CMOS process parameters to model
gates and interconnect parasitics. We use standard CMOS gates
of various sizes to determine the accuracy of our gate timing
anaysis. We assumed two different configurations for the
experimental setup. The first one consists of two inverters
connected in series whereas the second one is a CMOS inverter
followed by a 2-input NAND gate. For both configurations, we
apply aramp input to the first inverter while its nominal valueis
chosen from the set (ti)"""={10ps,80ps,150ps,220ps,300ps} .
For the first configuration, size of the first inverter is fixed at
W/W, =30/15um whereas size of the second inverter is chosen
to be one of Wy/W,={20/10, 50/25, 70/35, 100/50} um. For the
second configuration, size of the first inverter is again fixed at
W/W, =30/15pm whereas this time the size of the succeeding
2-input NAND gate is chosen to be one of Wy/W,={40/40,
50/50, 100/100} um.

To characterize the timing behavior of the gate, a k-factor
equation based library is employed which represents the gate

(20)

delay and output slew as a function of input rise time and output
capacitive load, Vyq, and temperature.

We apply different loading scenarios for the second-stage
gate as explained in the following subsections, i.e, pure
capacitive load, and general RC load. We have aso considered
four different global sources of variation (Vgy, temperature,
Metal layer 1 width, and ILD) and one independent random
sources of variation for each electrical parameter (i.e., r and c)
and timing parameter (for instance tj,) in the circuit. The
sengitivity of each given data to the sources of variation is
chosen randomly, while the total ¢ variation for each data is
chosen to be 10% and 15% of their nomina value. Mean and
variance of the effective capacitance, the gate 50% propagation
delay, and 10%-90% output transition time (slew) are calculated
using the approaches presented in this paper.

To compare the results, we ran HSPICE Monte Carlo
simulation tool on each test scenario and derived mean and
variance of effective capacitance, the gate 50% propagation
delay, and 10%-90% output transition time. The average
percentage errors for the mean and variance of effective
capacitance, the gate 50% propagation delay, and 10%-90%
output transition time between the obtained results from the
HSPICE and the calculated results based on using VGTA
algorithm are reported.

A. Capacitive Load:
Theload in this section is considered to be purely capacitive. Its
nominal value is chosen to be (C)""= {400, 500, 800, 1400} fF.

We performed our experiments on both circuit
configurations explained above. The results for the first
configuration (where the second gate is an inverter) are
presented in Table 1. The results for the second configuration
are provided in Table 2. Experimental results indicate an
average error of about 3% for two different ¢ values, i.e. 10%
and 15%. As we increase the ¢ value (i.e. the total ¢ variation
for each data; e.g. o variation of t;,, and ¢) from 10% to 15%,
the error in calculated mean and variance of the delay and dew
increase, but dightly. The sources of error can be mainly
classified into two groups. 1) the inaccuracy of the gate library
table lookup and 2) the linear first order approximation of the
timing and electrical parameters with respect to the sources of
variation. Note that, the runtime of the proposed algorithm in
average is 165 times faster than the Monte Carlo based
approach.

Table 1. Averageerror for theinverter driving pure capacitive load

6=10% 6=15%
Averageerror Delay Slew Delay Slew
Errorin Mean 1.6% 1.8% 2.1% 2.2%
Error in Variance 1.4% 1.3% 1.9% 1.8%

Table 2: Averageerror for the 2-input NAND gatedriving pure
capacitive load

6=10% 6=15%
Averageerror Delay Slew Delay Slew
Error in Mean 3.1% 3.2% 2.8% 3.0%
Error in Variance 3.0% 3.1% 2.9% 2.5%

B. General RC Load:

For this section, the load is considered to be an RC tree of
varying topology. The nominal value of the total resistance of
the load is chosen to be from the set (R)™"= {150, 260, 300,



710, 1000} Q and the nominal value of the total capacitance of
the load is chosen to be from the set (C)™"™={400, 500, 800,
1400} fF.

Again, we performed the experiment on both circuit
configurations as explained before. The results for the first
configuration (where the second gate is an inverter) are
presented in Table 3 (when the Ciy is used for calculating the
NSC) and Table 4 (when the single iteration Cg is used for
calculating the NSC). The results for the second configuration
are also provided in Table 5 (when the Cyy is used for
calculating the NSC) and Table 6 (when the Cyyy is used for
calculating the NSC). Experimental results indicate an average
error of about 19% for different o values when the Cyyy iS Used
for calculating the NSC. It aso shows an average error of about
7% for different 6 values when the single iteration C; is used
for calculating the NSC. As we increase the ¢ value (i.e. the
total ¢ variation for each data; e.g. ¢ variation of t;,, ¢,, r,, and
¢;) from 10% to 15%, the error in calculated mean and variance
of Cg, the gate delay, and output transition time increase, but
dlightly. The sources of error can be mainly classified into five
groups. 1) the inaccuracy of the gate library table lookup, 2) the
linear first order approximation of the timing and electrical
parameters with respect to the sources of variation, 3) the error
in calculating the variational RC-rt load and 4) the error in the
effective capacitance iterative equation. 5) the error in NSC
approximation (Egn. (14)). Note that, the runtime of the
proposed algorithm is, in average, 145 times faster than the
Monte Carlo based approach.

Table 3: Averageerror for theinverter driving general RC load when

Ciotal IS Used for calculating NSC
0=10% 0=15%
Averageerror Delay Slew Delay Slew
Error in Mean 14.6% 15.8% 18.1% 18.3%
Error in Variance 15.4% 16.3% 16.9% 17.9%

Table4: Averageerror for theinverter driving general RC load when
singleiteration Cg: is used for calculating NSC

6=10% 6=15%
Dela
Averageerror Ceff Delay | Slew Ceff y Slew
Error in Mean 4.1% 6.5% | 6.7% 42% | 6.4% | 6.4%
Errorin 39% | 56% | 6.0% | 43% | 65% | 63%
Variance

Table5: Averageerror for the 2-input NAND gatedriving general RC
load when Cioa is used for calculating NSC

6=10% 6=15%
Averageerror Delay Slew Delay Slew
Error in Mean 16.6% 16.8% 19.1% 18.2%
Error in Variance 16.4% 17.3% 17.9% 18.8%

Table 6: Average error for the 2-input NAND gate driving general RC
load when singleiteration Ce is used for calculating NSC
6=10% 6=15%
Average error Ceff | Delay | Slew | Ceff | Delay | Slew
Error in Mean 3.7% [ 56% | 58% [ 46% | 6.1% | 6.2%
Errorin Variance | 41% | 54% | 53% | 45% | 59% [ 5.8%

6. Conclusion
In this paper we presented a framework to handle the variation-
aware gate timing anaysis in block-based cTA. First, we

proposed an approach to calculate variational RC-rt load, which
can be utilized instead of the actual variational RC load for the

gate timing analysis purposes. Following, we presented a
reasonably accurate and efficient single-iteration technique for
estimating the Cg. We used this technique to calculate the
statistical Cy; in canonical first-order (CFO) form, and thereby,
calculated the gate delay and output slew in CFO form.
Experimental results show an average error of 7% for gate delay
and output slew with respect to the HSPICE Monte Carlo
simulation while the runtime is about 145 times faster.
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